
ITECHNOLOGY FOCUS: EMBEDDED EXPERT SYSTEMS

New software techniques
boost the IQs of
embedded systems

Genefallon Slalllhel PlObabilil., PalamelelS Indivi

Bed c===J kronovel ~~;:tion Mutat

T ~:,u ooסס10.70 I 10.050000 I 1.00

homas Mann once re- Ready

marked that there's some-
thing mysterious about names,
"as if they give us the power of conjurers." Once we've named something it
appears to take on the qualities suggested by the name, all reality to the
contrary. For example, fuzzy logic appears to be imprecise, and neural net-
works suggest systems that function like brains. Genetic algorithms suggest
artificial life and artificial intelligence and expert systems paint images of
gurus dispensing wisdom. Despite what may be unreasonable expectations
raised by such nifty sounding names, systems using techniques often grouped
under the concept of artificial intelligence or expert systems can improve the
"IQ" of computer-based systems-that is, help them perform their programs
more efficiently with fewer resources.

When the computational power of algorithms running on fast silicon is
mapped to bits of knowledge gleaned from human experience, we tend to call
the systems intelligent. It's a backhanded way of complimenting ourselves.
Still, this ability to combine computation with knowledge in an automatic
system is cracking problems that once defied solutions.

I Better use of resources

Fuzzy logic offers
new approaches to
old problems, using
less software and
fewer hardware
resources. But this
may mean giving
up a general solu-
tion to implement a
specific application.
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While the details of
how to implement
genetic algorithms
in code are fairly
esoteric, the avail-
ability of class
libraries such as
EaS from Man
Machine Interfaces
let programmers
build them into
applications. Win-
dows based shells
such as MM/'s
Genetic Object
Designer (above)
let people who

understand their
use but not the
details of program-
ming them employ
the power of
genetic algorithms
in widely different
disciplines.

Fuzzy logic offers some new approaches to old problems that let them be solved
with less software overhead and fewer hardware resources. The caveat is that
these techniques may require you to give up a general solution to a problem
in favor of implementing a specific application. One example demonstrated by
Intel (Santa Clara, CAl in conjunction with fuzzy tool maker Inform (Aachen,
Germany) is a speech-driven calculator. The calculator is trained to recognize
a set of 16 words: the ten digits, four arithmetic operators, and the words equal
and clear. The entire application fits in about 2 kbytes of code and runs on the
16-bit Intel 8XC196 family of micro controllers.

A major goal in the speech-recognition part of the application was to avoid
using fast Fourier transforms which parse an utterance into a spectrum of
frequency ranges. "We didn't want the conventional way of doing it with DSPs,
FFTs and filters, and use a simple microcontroller," says Intel research
engineer Mohammed Fennec.

The approach was to sample an utterance at about 10 kHz, obtaining up to
2048 samples stored in SRAM.Within the sampling rate, the utterance would
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A phase space model derived from the behavior of a fuzzy con-
troller can run a little ahead of the actual controller and predict
how the controller will react to the next set of inputs. It can
then use an adaptive algorithm to diminish the error and re-
duce the likelihood of the system slipping into chaotic behavior.

show up as a simple graph of ampli-
tude with higher density in regions
of higher frequency. By dividing the
graph into 24 squares, it's possible
to characterize each square in terms
of the density of samples in it. By
inspecting the graph and deciding
which regions carried the identify-
ing characteristics for the word
"equal," for example, the
designer could write his
knowledge into a set of
fuzzy rules to recognize the
word.

But this approach has
its limits. It would be very
difficult for such a system
to distinguish, for example,
between "equal" and "se-
quel." But for a very large
number of potential appli-
cations involving equip-
ment that can be actuated
by a limited set of voice
commands, a less elegant
and less expensive method
of distinguishing among
that limited set-rather
than using DSP and fil-
ters-can be of great value.
Dsing fuzzy methods to
simplifY some of the tasks
previously assigned to
DSPs can reduce the cost of
solutions.
I Fuzzy logic for clear resolutions

The savings might lie in using a
fixed-point DSP chip rather than a
floating-point chip for a given appli-
cation, or it might let you move an
application to a less expensive proc-
essor or to use a current processor
for additional tasks. According to
Berthold Hellenthal, senior engi-
neer with Inform, ''We're trying to
enhance the uses of the 196 (micro-
controller) family by finding ways of
using fuzzy logic to replace users'
DSP applications."

One of these applications is in
hard disk drive controllers where
there's a premium on low cost, small
size and high speed. Inform is look-
ing at a single-chip solution which
suggests using a microcontroller
which already has on-chip peripher-
als for such things as high-speed I/O.
If a fuzzy logic solution gives the
required performance then a 16-bit
MCV can offer a single-chip solution.
"Fuzzy logic is in most cases so fast,"
says Hellenthal, "that what eats up
most of the resources is peripheral
activity or preprocessing and filter-
ing in DSP applications. There are
applications such as voice compres-

sion where the rest of the algo-
rithms-the non-fuzzy part-are so
complex that you do require a DSP."

But what if you have a microcon-
troller that has some DSP hardware
capability? The 16-bit Motorola
68HC16Z1 microcontroller includes an
on-chip A-Dconverter and instruction
set support for low-frequency digital

Preventing chaos
Phase
space
model

Adaptive
algorithm

Set
points

Fuzzy
controller

Input
sensors

signal processing. A multiply and ac-
cumulate (MAC)unit can perform re-
petitive MACoperations and supports
modulo addressing for setting up cir-
cular DSP buffers.

With the 68HC16Z1, Chris Hale,
advanced microcontroller market-
ing engineer for Motorola, has used
the MCV to digitize voice commands,
filter them through a self-configur-
ing low-pass filter and encode them
into a series of frequency pattems
that can be recognized using fuzzy
inference rules. "When surrounded
by noise, it becomes difficult to un-
derstand conversations," says Hale,
"The problem becomes easy to solve
if you know what will be said before
the conversation starts."

I Separating signal from noise

As with the speech-driven calcula-
tor, the vocabulary to be recognized
is limited to a relatively small set of
commands needed to operate a piece
of equipment. The problem then be-
comes one of separating the signal
from the noise and highlighting its
unique characteristic to compare it
with the set of expected utterances.
"Without this prior knowledge, it be-
comes difficult to detect or under-
stand," says Hale.

Because the same spoken words
vary due to pitch, volume and ac-
cent, a recognition scheme must be
flexible and capable of approximate
reasoning. The incoming voice sig-
nal is converted from a time domain
to a frequency domain using a fast
Fourier transform. The fuzzy code
determines the upper and lower

edges of a desired fre-
quency band and uses
that information to deter-
mine the transfer function
for the low-pass filter. To
compensate for variations
in pitch and volume the
signal is normalized in
terms of frequency and
amplitude using fuzzy
code. Finally, the normal-
ized signal spectrum is
compared to template
spectra stored in ROM.A
set of fuzzy rules deter-
mines the degree of match
between an input signal
and its corresponding
template.

IOrder out of chaos

Output
effectors

Control of non-linear sys-
tems and processes has al-
ways been a dicey busi-

ness. The general strategy has been
to derive an equation describing sys-
tem behavior, identify linear por-
tions ofthe equation and devise con-
trol strategies for them. This
becomes increasingly difficult as the
complexity of such systems in-
creases. And the more complex and
non-linear a system becomes, the
greater the risk becomes of it exhib-
iting chaotic behavior. "Chaos the-
ory says that although not every
complex system shows chaotic be-
havior, the more complex a system
is, the more likely it will show cha-
otic regions of behavior," says Ted
Heske, senior engineer with the
NCR Division of AT&T(Duluth, GA).

"The tendency of non-linear sys-
tems to give rise to chaotic, i.e. un-
predictable, behavior," says Heske,
"can possibly be countered by the
ability of fuzzy systems to describe
types of non-linear behavior without
second- and third-order differential
equations. "Where you have a cha-
otic time series, it's possible to de-
rive non-linear fuzzy 'equations' and
if you then iterate those equations
you have some degree of predict-
ability."

The fuzzy "equations" here are
not equations in the classic sense,
but sets of rules and member'lhip
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Recognizing words ... artificially speaking

To recognize a small set of words
for a calculator, Intel was able to di-
vide the plot of a voice command into
regions that could be characterized by
density (low, medium and high). Four
squares along the X axis show fre-
quency over portions of the sampling
time and six squares on the Y axis
characterize loudness at various times
during the utterance.

It was then possible to assign mem-
bership functions reflecting .the den-
sity of each square and to write rules
characterizing each word. Four
"takes" of 2048 samples are used to
obtain a characteristic signature of a
word. But-and this is the point
where human knowledge enters the
recognition process-the machine
doesn't establish the recognition crite-
ria automatically. "We're not looking
at the sine waves as the data hold-
ers," says Fennec, "just looking at the
squares. "

It's up to a person to examine the
graph of the sampled utterance, de-
cide what constitutes the identifying
characteristics and write rules that
uniquely describe them. By inspecting
multiple plots of an utterance and de-
ciding which regions carried the iden-
tifying characteristics for the word
"equal," for example, the designer
can write his knowledge into a set of
fuzzy rules to recognize the word.

functions describing the behavior of
a system. The same set of input con-
ditions will, in all cases, yield the
same outputs; so the behavior model
is predictable.

''You can produce a fuzzy model in
much the same way the neural net
guys do using model-free estimation
techniques," says Reske, ''by running
input 'training' data into the primary
control system and correlating its out-
puts with the inputs to build a fuzzy
model. The fuzzy model would exist
alongside the primary control strat-
egy, outputs of which are used to de-
rive the model. Then you could use the
fuzzy model to predict the next ele-
ments in the series.

By stepping the fuzzy model
ahead of the actual control systems,
it's possible to see how the control
system will react to the next set of
inputs. If that reaction displays be-
havior that's beyond an acceptable
deviation from what's expected,
feedback from the fuzzy model can
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While all rules in the rule base com-
bine to form the final decision, a typi-
cal rule for" equal" is: IF D8 is Low
AND D9 is VeryLow AND DlO is Very-
Low AND D13 is Low AND D19 is
Low AND D20 is Medium AND D21 is
Medium AND D21 is Meduim AND
D7 is VeryHigh; THEN Probability of
EQUAL is VeryHigh AND Probability of
Four is Low and Probability of Al-
IOther is VeryLow.

The fuzzy inference would give a
crisp output value for a given word. In

be used to curb the chaotic behavior.
Inputs to the system are presented
first to the fuzzy model and then to
the primary control. If the inputs to
the model and to the primary control
system were presented on a graph,
they'd appear as a phase space plot
(two curves separated by some
phase angle). A difference in output
from the model that varied too
widely from the expected output
would be fed back into the system to
dampen chaotic behavior.

Reske says his group is investi-
gating realtime prediction, but at
present, pre-derived models are
used. The term realtime is of course
relative. "The key question is what
happens when your control loop be-
comes too long, if you violate what
control engineers call the 'phase
margin/gain margin product' In
some cases you can produce a cha-
otic time series. If you can null that
out with an intelligent algorithm,
you've achieved smarter control."

1000

# of samples

cases where there are two competing
words, the most probable word, i.e.
the one with the highest value (90
percent or better) is selected. "It's
kind of a combination of fuzzy logic
and probability," says Fennec, "To
write the rules, a person must get an
intuitive feeling, your own knowledge
base. And you don't have that knowl-
edge until you examine the data with
your own eyes."

In this case, though, the smarts of
the system aren't previous human
knowledge of its behavior, but em-
pirical data of that behavior cast
into a model that's used to predict it
under real-world circumstances.
That could possibly be described as
knowledge generated and used by
the machine. It might even qualify
as artificial intelligence.

I Evolving optimal solutions

Neural networks are basically tools
to search for structure in data. In a
model-free mode, they simply digest
large gobs of data and reveal some
underlying pattems. In error back-
propagation they're trained to dis-
cem how incoming data fits into pat-
terns that have already been
presented to the system so that the
new data can be classified.

The ability to establish associa-
tive relationships between pattems
at the numerical level gives them
what University ofWest Florida pro-
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Computers aren't really intelligent

Are neural networks implemented
in computers analogs of the human
nervous system? Can they be consid-
ered intelligent?

Professor James Bezdek, whose ca-
reer has been devoted to neural net-
work, fuzzy logic and intelligent sys-
tems research, would caution us
against what he calls the seductive se-
mantics of such phrases as self-organ-
izing, adaptive, genetic and learning.
What are we doing when we design
systems that incorporate non-numeric
knowledge "tidbits" into computa-
tional models? While not denying
that such systems have very definite
uses for problem-solving, Bezdek pro-
poses a kind of taxonomy of defini-
tions.

The scheme consists of nine nodes
starting with computational neural
networks which can exhibit what he
calls computational intelligence and
ranges through artificial up to human
biological intelligence.

"A computational neural network
(CNN)," he says, "is any computa-
tional model that takes its inspiration
from biology, and used for computa-
tional pattern recognition (CPR)." CPR

University of West Florida professor
Jim Bezdek warns about being
seduced by biological terminology
into thinking that what automata
do is real intelligence.

is one of many alternatives for numeri-
cal pattern recognition. Others in-
clude fuzzy and statistical pattern rec-
ognition models. CNNs operate solely
on numerical data such as that ob-
tained from sensors and computa-
tional pattern recognition (CPR)pro-
duces numerical results that reveal

structure in sensor data.
"Computational intelligence (Cl) be-

gins to emerge," says Bezdek, "when
the system exhibits computational
adaptivity and fault tolerance, and
when its speed and error rates ap-
proximate those of human perform-
ance."

The mid-level of Bezdek's taxon-
omy, the artificial level, requires the

tern recognition-and artificial intelli-
gence. The concept of knowledge tid-
bits just emphasizes the real differ-
ences between computational
schemes that try to use little pieces of
information and real knowledge."

I Ideal matchmaker
"Fuzzy models seem particularly well
suited for combining knowledge tid-
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The ABCs of neural nets. Computational (C) neural nets (CNNs) are the basic build-
ing blocks for artificial intelligence (AI) systems and are compared with biological
(B) type systems which combine sensory inputs with human knowledge. The
non-numeric content of AI systems, according to Bezdek's definition consists of
"knowledge tidbits, " small pieces of symbolic information that are associated
with the computational capabilities of the neural net. In each case, pattern recog-
nition (PR) is a subset of an intelligent system.

addition of knowledge tidbits to the
computational model. "The CNN be-
comes an artificial neural network
(ANN) when (and only when) enough
knowledge tidbits are added to the
CNN to endow it with rudimentary as-
sociative memory." But knowledge
tidbits aren't what we really regard as
knowledge.

To illustrate the difference, Bezdek
hands a banana to a blindfolded man
and asks him to identify it. Then he
asks what kind of spider he's thinking
of (tarantula), what song (" Hey, Mis-
ter Tallyman ") and what signer (Bella-
fonte). "That's an example of how bio-
logical knowledge flows automatically
from one thing to another," he says.

"An artificially intelligent system
would be like a bunch of neural net-
works-one trained about fruit, and
another about different kinds of spi-
ders-somehow linked to one an-
other (as they are in the brain). If you
take the bottom row and add knowl-
edge tidbits, you get what I regard as
artificial neural networks, artificial pat-
tern recognition-like syntactic pat-

bits with computational models,"
Bezdek says, "because they can ac-
commodate both numerical and se-
mantic information."

A fuzzy model subsumes a great
deal of data within its membership
functions which are given linguistic
names. This grouping of data under
linguistic names lets them be manipu-
lated using a simple grammar and yet
commands a very large amount of
combinatorial complexity.

Still, the actual amount of knowl-
edge contained in such a model re-
mains relatively small. The expertise in
a fuzzy system is fixed in the rule base
which is similar to algorithms. "An al-
gorithm is just an algorithm," says
Bezdek, "it can't learn. This idea that
neural networks learn is just stupid.
They don't learn. If neural networks
learn then Newton's method learns.

"Our assumption is that each neu-
ron (in the brain) does some numeri-
cal computing-this gives rise to the
hope that computers can be used to
imitate this structure," he says.
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fessor Jim Bezdek has termed "com-
putational intelligence." How dis-
tinct a structure you wish to extract
from a mass of data, or how small a
margin of error for classifYing it you
wish to achieve, is largely up to you.
If you want higher precision you
must supply more data and cycle it
through the neural net more times.
And you can never achieve 100 per-
cent precision or zero error.

Genetic algorithms are analogous
to neural nets in that they search for
some optimal solution that will not
be 100 percent. The difference is
that they're looking for an optimal
solution to some complex equation
or algorithm with many parameters
that can result in many possible so-
lutions. Often, the effects of some
parameter can be subtle in that a
small change to one value can have
profound effects on the result. (The
cliche in chaos theory about the but-
terfly causing a hurricane halfway
around the world comes to mind.)
But beyond theory, as systems be-
come more complex, the search for
optimal or acceptable solutions will
increasingly be directed to auto-
mated methods.

I Biological roots
Genetic algorithms take their termi-
nology from biological concepts, but
run the risk of again luring us into
what Jim Bezdek calls seductive se-
mantics. Terms like fitness (as in
survival oD, population, gene, and
chromosome evoke life-like qualities
that may be misleading but at the
same time descriptive of what's go-
ing on. If, for example, the universe
of possible solutions to a problem is
plotted in X-Y space, the curve is
called the fitness function. That is,
the optimum solution is the point on
the X axis where Y is maximum.
Finding that point or a point that's
"close enough" without exhaustively
solving for every possible combina-
tion of variables is what genetic al-
gorithms do. You specify how "fit"
you want the solution to be. The
more fit you want it, the more proc-
essing is involved.

In general terms, a genetic algo-
rithm begins by generating a num-
ber of solutions at random and plot-
ting their fitness functions. This
constitutes the initial population.
Each point is known as a chromo-
some and the parameters that gen-
erated it are genes. The next step is
to pick a pair of points-ones with
high fitness values-and use them
for the next stage of the search. In

mutation, you select a point and per-
turb some of its components. In re-
production by crossover, you select
two points called parents and ran-
domly combine their components to
create a new point.

Mutation is usually a way of
searching locally, but Salvatore
Mangano, president of Man Ma-
chine Interfaces (MMI-Melville,
NY) stresses that "you have to look
at the whole space," as well as the
area right around the parent points,
"because a small change can make a
big difference." The search can con-
tinue by either breeding successive
generations of solutions and evalu-
ating their fitness, or by starting a
whole new population and breeding
it until a predefined optimal value is
reached.

I Genetics at work

Tools for applying genetic algo-
rithms are now on the market. Neu-
ralWare (Pittsburgh, PA) offers an
add-on package to its neural net-
work software that lets you define
genetic algorithm-based learning
strategies for neural nets. The pack-
age comes with tips on how to tune
parameters and use evaluation
functions. MMI offers two develop-
ment tools aimed at expanding the
use and understanding of genetic
algorithms for finding optimum so-
lutions to complex problems.

MMI's Evolutionary Object Sys-
tem (EGS) is a library of over 80 C++
classes that support application de-
velopment using genetic algorithms.
Libraries support complex combina-
torial problems such as the traveling
salesman problem and simulated
parallel execution which lets several
different genetic algorithms work on
the same or varying problem do-
mains. EGS is supplied in standard
and professional versions for Bor-
land C++ and Microsoft Visual C++.
The professional versions supply
full source code in addition to full
documentation of each function
along with introductory material on
the theory of genetic algorithms.

Another product from MMI is the
Genetic Object Designer, a point-
and-click tool that runs under Mi-
crosoft Windows and lets you ex-
plore genetic algorithms with little
or no programming. The user inter-
face lets you set up the problem as
a piece of C++ or to bring it in via a
Windows dynamic link library
(DLL).You can then set the parame-
ter of the genetic algorithm to deter-
mine such things as population or

individual mutation.
"You may want to keep some pa-

rameters narrow because you al-
ready know part of what you want,"
says Mangano. Dialog boxes let you
view values showing, for example,
best, worst and average fitness, or
determine genetic operators. Users
of EGS can move their classes into
the Genetic Object Designer envi-
ronment, but EGS isn't required.

There's also a debug facility that
lets you set breakpoints on genetic
algorithm events such as breaking
whenever a new generation is cre-
ated, or some population size is
reached. Genetic algorithms, like
neural networks, aren't always
suited to realtime applications, but
they're of definite utility in develop-
ing realtime and embedded code by
virtue of their ability to simplify,
classify and optimize solutions that
can then be encoded for use in em-
bedded systems.

From a practical point of view the
only really interesting question is,
"Does it work? And if so, how well?"
The question of whether we've got
an expert system here or just an-
other dumb controller can be de-
bated endlessly. After all, it takes
knowledge to derive an abstract
mathematical model. But what we
call expert or knowledge-based sys-
tems contain bits of knowledge as
humans see and feel it in linguistic
and graphical terms. As far as em-
bedded systems go, new techniques
for incorporating these tidbits can
now be used to make certain opera-
tions more efficient and flexible, and
that's a plus in terms of cost and
performance. They mayor may not
be intelligent, but they do appear to
be a good idea. •

For more information about the technolo-
gies, products or companies mentioned in
this article, call or circle the appropriate
number on the Reader Inquiry Card.

AT&T
Duluth, GA
(404) 623-7000 . . .. Circle 225

Inform
Aachen, Germany
(49) 2408·94560 . . . Circle 226

Intel
Santa Clara, CA
(408) 765·8080 . . .. Circle 227

Man Machine Interfaces
Melville, NY
(516) 249·4700. .. Circle 228

Motorola
Austin, TX
(512)891·3465. .. Circle 229

NeuralWare
Pittsburg, PA
(412) 787·8222 . . Circle 230


